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OpenSearch - OneHcopc-nnaTtdopma
CoBpeMeHHasi nnatdopma anAa nouncka, aHalin3a
0715 aHanM3a OaHHbIX

N BU3yarin3aunn gaHHbIX

» ®opk Elasticsearch
+ Kibana (OpenSearch
+ Dashboards)

m» elasticsearch
N 4

v * NopoepxuBaeTtcs
<Y OpenSearch AR



YTO Takoe - Jlorn n Observability
Opensearch: Cuctema xpaHeHust 1 aHanusa noros,

observability-nnatdgopma
cueHapun _
* [lonckoBbi OaKeHO

[Monck no 0onbLMM OObEMaM
NaHHbIX

* BeKkTopHbIM Nouck
RAG-cuctembl



[Touemy OpenSearch?

KomnnekcHoe
pelleHune

XpaHeHune OaHHbIX,

yaobHbIN BED-UHTEPdENC,
aBTOMaTM3auUus aHanuaa,

pacLUMpEHHas cuctema
KOHTpONs JocTyna

Q3

MacwTtabupy-

€MOCTb

haekcaumsa 6onbLumx
OOBEMOB AAHHbIX,
rOpM30OHTanbHoe
MacluTabupoBaHme

[MOKOCTb

Bo3MOXHOCTb NOCTPOeHUs
CNOXHbIX CUCTEM

C HEOHOPOLAHOW
KOHJpUrypauuemn xoctoB
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TpyaHocTy,
C KOTOpbIMU
cTalnkmBarTc4
Nnonb3oBaTenu

CnOXXHOCTb HAaCTPOWKK
N nogaepKkn KopoboyHoro
pelleHuns

Bbicokasi CTOMMOCTb XpaHEeHUs
OonbLUNX OOBLEMOB AaHHbIX

HecoBeplueHHasqa rioruka
GanaHCUPOBKN OaHHbIX
Npu ropu3oHTanbLHOM
MacwTabupoBaHum



PeweHune: Managed OpenSearch

[MpocTast HacTponka,
oonbLIMEe BO3IMOXHOCTHU

Mopaepxka camble
pasnn4yHble KOHdUrypaumm
KnacTtepoB

Hot-cold

Moppepxka
BHewHux IDP

Q3

OnbIT 3KkcnnyaTauum
BonbLKnX KnacTeposB

BHyTpn AHpgekc ncnonesyet
knactepbl OpenSearch
pasmepom 100+ xocToB

Co ™
X

KomaHpa
pa3paboTku

WcnpaeneHune 6aros
OpenSearch

FR: popaboTku
Mo 3anpocaM KNMeHTOoB

PelieHune npobnem
nonb3oBaTenemn
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KomMmnioHeHTbI knactepa OpenSearch

* Manager nodes — KOOpANHUPYIOT
paboTy knactepa, obecneumBatoT
OTKa30yCTOM4YNBOCTb

- Data nodes — obpabartbiBatoT
N XPaHAT OaHHbIe

« Dashboards — Web-uHtepdgenc

- [nsa yoewesneHus knacrepa,
Manager nodes 1 Data nodes
MOryT 6bITb COBMELLEHbI
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Bo3moxkHocTn Managed OpenSearch

f Hurt me plenty
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banaHcupoBka: y3koe
MECTO MacLUTabupoBaHUS

3aHATOE NPOCTPaHCTBO
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Waste Space

Shard 2 Primary

Shard 6 Primary

Shard 5 Replica

CTtaHaapTHbI anroputm 6anaHcUpoBKu
YYUTbIBAET TONbKO KONMMYECTBO LUApaoB
Ha Hofe, UTHOPMPYS pasMep AaHHbIX

HeadpdekTnBHo paboTaeT ¢ primary-wapgamm

Shard 3 Primary

Shard 1 Replica

Shard 6 Replica

Waste Space
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banaHcupoBKa: y3koe MecTo MacLUTabupoBaHus

HeBO3MOXHOCTb NOSTHOCTLIO YyTUnn3npoBaTb ANCKOBOE MNMpoCTpaHCTBO

HectabunbHOCTb Knactepa Ha 0onblnx o6 béMax AaHHbIX

[Mepekoc Harpy3kn mexay Hogamu

df) Process CPU
100 %




PelleHne: HOBbIN anroputm
banaHcnpoBKU

PeBontouuna B 6anaHcMpoBke gaHHbIX

3aHATOE NPOCTPaHCTBO

100%
Shard 6 Primary
75% Shard 1 Primary
50%
Shard 4 Replica Shard 1 Replica
25%
Shard 5 Primary Shard 5 Primary

Pa3paboTaH HOBbI anropuTM Ha OCHOBE
NOKOOPAMHATHOrO CrycKa C XUTPOM
METPUKOWN PacCTOSIHUS

MoapobHocTn Ha Data Internals 2025

Shard 4 Primary

Shard 3 Primary
Shard 2 Replica

Shard 2 Primary
Shard 3 Replica

Shard 6 Replica

0%
Node-1 Node-2

Node-3 Node-4
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HoBbI anropntmMm 6anaHCUpPOBKU

YuunTbiBaeT pa3mepsbl WapaoB

CraHpaptHasa 6anaHcuMpoBka HoBas 6anaHcmpoBka

di) Disk space usage percent

2% e s AP PAAS
3 T
g PPNV

df] Primary shards count




HoBbI anropntmMm 6anaHCUpPOBKU

[NobaeneHa banaHcupoBka nepeknoyeHnem Primary/Replica

Bpems 6anaHcupoBku Primary yMeHbLEeHO C YacoB 40 MUHYT

Ll _Primary shards count

3anpetunu Primary
Ha OQHON U3 HOoA.

B octanbHOM wapapl
He LUEenOXHYn1Cb

Y6panu unetp
no Primary.
CHoBa 6e3 Tpsicku
nepeKkntYnInCb




HoBbIn anropntm 6anaHCcUpPOBKU

[MpenmyLliecTBa
CTabunbHOCTb Bonee CokpallueHune
N HAOEXHOCTb 9 PEKTNUBHOE BPEMEHMU
NCcnosib3oBaHme Ha maintenance-
pecypcos onepauunmu
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bonblwe NAHHbIX — - BO3MOXHOCTb NepenakoBKY
MeHbLLe 3aTpar nHaekca c 6osiee BbICOKOM

CTENEHbLIO CXaTuA
CxaTue gaHHbIX
* HoBbIK KOOEK CXXaTus
Ha ocHoBe LZMA
@ (0o 30% akoHOMUM MecTa)

 WpeanbHo anga hot-cold-

HopaboTanu apPXUTEKTYpPbI
Index State Manager

n Lucene Codecs



YckopeHune nHgekcaumm gaHHbIX

N3meHeHus B ariroputTme 3arimcum Translog ana ynyvweHus
npon3BoanNTESIbHOCTU Ha HebonbLwnx GaTyax

® 7%

Embedded Async
Checkpoints Checkpoints Write

OcobeHHO 3aMeTHO Ha MeaneHHbIx anckax (HDD)



YckopeHune nHaekcaumm gaHHbIX

Asynchronous Embedded Checkpoints. YckopeHue nHgekcauum

106%

Network-hdd 100% Batch Size: 5000
Network-ssd 106152/04%
116%
Network-ssd-io 103%

Network-hdd Batch Size: 500

Network-ssd

. 370%
Network-ssd-io 0

ize: 1
Network-hdd Batch Size: 100

Network-ssd

. 414,
Network-ssd-io 0

135%

B Async On  ® Off (On Embedded Checkpoints)
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[Topgaepxka mopdonoruu

KayecTtBO noucka

[FR] MNMogaepxka 3arpyxaembix crnoBapen CUHOHMMOB

[FR] HatuBHas noggepxka cnaBsAHCKUX A3bIKOB (+ Ka3axCKUKW, TaTapCKuKn, TypeLKui)

Umsa cywectButenbHoe
(kTO? YTO?)

: )¢ 1

N> OpyLleBnéHHoe CobcTBeHHOe Yucno Mapex — Popn, CKNoHeHue
\-> HeopyLieBnéHHoe HapuuatenbHoe EpuHcTBEHHOE N> My»>kckomn
MHo)ecTBeHHOE N> YKeHckun

> CpenHuit



Cnacunbo
3a BHUMaHue!

Bnagucnas TabonuH
PykoBoauTernb cnyxobl
CneuuanbHble CYB/[] Yandex Cloud




